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Adaptive Metropolis (AM ) is the benchmark for adaptive Markov chain 
Monte Carlo (MCMC) sampling. AM estimates the covariance of the 
distribution to sample from, called the target, using samples generated so far. 
This is based on the fact that the optimal covariance of the Gaussian proposal 
distribution is proportional to the covariance of the target.  

The hillclimber variant of Covariance Matrix Adaptation Evolution Strategies, 
(1+1)- CMAES, can be turned into a MCMC-sampler called MCMA. 
Experiments have shown that MCMA performs as well as AM. It uses another 
adaptation scheme: the parameters of the covariance of the proposal are 
adapted such that the probability of generating better candidates is improved 
in each iteration. This makes sense since the candidate generated by the 
proposal is always accepted when better than the current sample. This 
adaptation scheme comes down to gradient descent in the space of 
parameters of the proposal equipped with the Euclidean metric. Here, 
geodesics, i.e. shortest paths connecting two points, and straight lines 
coincide. However, the Euclidean metric between parameters of distributions 
is not an accurate measure of (dis)similarity between the distributions 
themselves. 

Natural Evolution Strategies (NES) tackle this problem in a principled way. 
Fisher information is used as a non-Euclidean metric to structure the set of 
symmetric positive definite matrices as a Riemannian manifold. Adaptation 
takes place on this manifold and follows the direction of the natural gradient 
as opposed to the vanilla gradient used in CMAES and MCMA. Geodesics are 
curves on this manifold that are not straight anymore and the natural gradient 
is tangent to the geodesic of interest. 

This adaptation scheme is invariant under affine transformations and makes 
the sampler insensitive to covariances present in the target. 

In this research we consider 1+1 variants of exponential and separable NES 
that can be transformed in a straightforward way into MCMC samplers called 
MxNES and MsNES, respectively. Additionally, since adaptation as used in 
Ms/xNES does not guarantee convergence towards the target, we consider 1) 
stopping adaptation half way, and 2) diminishing adaptation at some 
predetermined rate. We compare performance using 6 measures on a test 
suite of 7 targets for state space dimensions ranging from 2 to 50. 
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